15 Basic significance testing

Stefan Th. Gries

1 Introduction

This chapter introduces the fundamentals of inferential statistics—that is, methods that help you make inferences or predictions based on your sample data. More specifically, in most empirical studies, researchers cannot study the complete population of a phenomenon of interest—that is, it is the complete set of objects or speakers of interest—but only a small sample of the phenomenon under investigation. For example, instead of investigating all relative clauses, you investigate a (hopefully carefully constructed) sample of relative clauses in a (part of a) corpus; instead of testing all non-native speakers of a language, you test a (hopefully randomly selected) sample of speakers and so on. Obviously, you hope that whatever results—percentages, means, correlation coefficients—you obtain from a sample (which you studied) will generalize to the population (which you did not study). However, if researchers draw different samples from the same population and compute point estimates of percentages, means, correlation coefficients, they will just as obviously also get different point estimates; they will encounter variability. The most important application of inferential statistics is to assist researchers in quantifying and studying this variability to (i) arrive at better estimates of population parameters, and (ii) test hypotheses and separate random/accidental from systematic meaningful variation.

Section 2 will introduce several basic concepts that underlie most inferential statistics. Section 3 presents a set of questions based on Chapter 14 and Section 2 of this chapter that are necessary to identify which statistical test is applicable in a particular research scenario. Sections 4.1 and 4.2 then discuss a small selection of statistical tests involving frequency data of discrete/categorical data and central tendencies (means and medians) respectively.

2 The logic of significance tests

To put the notion of statistical testing into perspective, an introduction to the framework of *null hypothesis significance testing* (NHST) is required. As the term NHST suggests, the notion of hypothesis plays a central role in this framework. A hypothesis is a statement that makes a prediction about the distribution of one variable (or about the relation between two or more variables) in a population and that has the implicit structure of a conditional sentence (*if . . . then . . .* or *the more/less . . .*, *the more/less . . .*). Two different ways of characterizing hypotheses must be distinguished:

- *alternative hypotheses* ($H_1$) vs *null hypotheses* ($H_0$): the former is a statement about an effect, a difference, a correlation regarding one or more variables; the latter is the logical counterpart of the former (i.e., a statement that predicts the absence of an effect, a difference, a correlation). Most of the time, the research hypothesis that is explored in an empirical study is an alternative hypothesis, predicting, say, a difference between percentages, a difference between group averages, a correlation between two or more variables, and so on.

- *text hypotheses* vs *statistical hypotheses*: each of the two above hypotheses comes in two forms. The former is a prediction in natural, “normal” language, such as in the $H_0$, in English ditransitives, recipients are shorter than patients. The latter is the former’s translation into something that can be counted or measured—that is, its *operationalization*. This is an important step, not only because a proper operationalization is required to ensure the study’s validity, but also because one test hypothesis can be translated into different statistical hypotheses. For instance, one statistical hypothesis for the above text hypothesis involves central tendencies such as means: in English ditransitives, the mean syllabic length of recipients is smaller than the mean syllabic length of patients. However, an operationalization based on counts/frequencies would also be possible: in English ditransitives, the number of recipients that are shorter than the average of all recipients and patients is larger than the number of patients shorter than that average. Needless to say, it is possible that the first statistical hypothesis is supported whereas the second is not, which is why a careful operationalization is essential and, obviously, will determine which statistical test you need to perform.

Significance tests are based on the following logic and steps: (i) you compute the effect you observe in your data (e.g., a frequency distribution, a difference in means, a correlation), (ii) you compute the so-called *probability of error* $p$ to obtain the (summed/combined) probability of the observed effect and every other result that deviates from $H_0$ even more when $H_0$ is true, and (iii) you compare $p$ to a significance level (usually 5 percent, i.e., 0.05) and, if $p$ is smaller than the significance level, you reject $H_0$ (because it is not compatible enough with the data to stick to it) and accept $H_1$. Note that this does not mean you have proven $H_1$; after all, there is still a probability $p$ that your observed effect/result arises under $H_0$. $p$ is just too small (by convention) to stick to $H_0$ (see Cohen 1994 for a critical discussion of NHST).

The above immediately leads to the question of how that probability $p$ is computed. One way is to write up all results possible and their probabilities
Table 15.1 All possible results from asking three subjects to classify walk as a noun or a verb

<table>
<thead>
<tr>
<th>Subject 1</th>
<th>Subject 2</th>
<th>Subject 3</th>
<th># noun</th>
<th># verb</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>noun</td>
<td>noun</td>
<td>noun</td>
<td>3</td>
<td>0</td>
<td>0.125</td>
</tr>
<tr>
<td>noun</td>
<td>noun</td>
<td>verb</td>
<td>2</td>
<td>1</td>
<td>0.125</td>
</tr>
<tr>
<td>noun</td>
<td>verb</td>
<td>noun</td>
<td>2</td>
<td>1</td>
<td>0.125</td>
</tr>
<tr>
<td>noun</td>
<td>verb</td>
<td>verb</td>
<td>1</td>
<td>2</td>
<td>0.125</td>
</tr>
<tr>
<td>verb</td>
<td>noun</td>
<td>noun</td>
<td>2</td>
<td>1</td>
<td>0.125</td>
</tr>
<tr>
<td>verb</td>
<td>noun</td>
<td>verb</td>
<td>1</td>
<td>2</td>
<td>0.125</td>
</tr>
<tr>
<td>verb</td>
<td>verb</td>
<td>noun</td>
<td>1</td>
<td>2</td>
<td>0.125</td>
</tr>
<tr>
<td>verb</td>
<td>verb</td>
<td>verb</td>
<td>0</td>
<td>3</td>
<td>0.125</td>
</tr>
</tbody>
</table>

under H₀ and then check how likely the observed result and everything more extremely deviating from H₀ is. Imagine a linguist interested in conversion/zero-derivation in English. He presents the word walk independently to three subjects and asks them which word class it is: noun or verb. Imagine further that all three subjects responded verb. How likely is this result, assuming that, under H₀, noun and verb are equally likely? To answer this question, Table 15.1 summarizes the whole result space: the three left columns represent the subjects and their possible answers, columns four and five summarize the numbers of noun and verb responses for each possible outcome, and the rightmost column provides the probability for each of the eight results, which are equally likely under the H₀ and, thus, all 1/8.

The linguist can now determine how probable the observed result – three times verb – and all other results deviating from H₀ even more – none, three times verb is the most extreme verb-favoring result you can get from three subjects – are. That probability is shown in the last row: p = 0.125, which makes the observed result not significantly different from chance.

Obviously, the strategy of writing up every possible result, and so on, is not feasible with continuous data, or even with the binary data from above if the sample size becomes large. However, consider Figure 15.1 to see what happens as the number of trials increases. The top left panel shows the probability distribution for the data in Table 15.1: p(0 times verb) = 0.125, p(1 times verb) = 0.375, p(2 times verb) = 0.375, and p(3 times verb) = 0.125. If you perform six or twelve trials, you obtain the other distributions in the upper panel, and if you perform twenty-five, fifty, or one hundred trials, you obtain the distributions in the lower panel; clearly, as the number of trials increases, the discrete probability distribution looks more and more like a bell-shaped curve, whose distribution can therefore be modeled on the basis of the equation underlying a Gaussian normal distribution, as shown in (1).

\[ Y = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(X-\mu)^2}{2\sigma^2}} \] (1)

Thus, if the data under investigation are distributed in a way that is sufficiently similar to the normal distribution (or another one of several widely used probability density functions, such as the F-, t-, or \( \chi^2 \)-distribution), then one does not have to compute, and sum over, exact probabilities as in Table 15.1, but can approximate the p-value from parameters of equations underlying the above distributions (such as (1)); this is often called using parametric tests. Crucially, this approximation of a p-value on the basis of a function can be only as good as the data's distribution is similar to the corresponding function; the next section illustrates the relevance of this issue, as well as a few others, for selecting the right statistical test.

A second advantage of your data being distributed similarly to a known distribution is that this sometimes allows you to compute a so-called confidence interval on top of a descriptive statistic (such as a mean or a correlation). A 95 percent confidence interval helps you assess the precision of a statistic describing your sample; it identifies a range of values a researcher can be 95% confident contains the true value of a population parameter. . . . Stated in probabilistic terms, the researcher can state that there is a probability/likelihood of 0.95 that the confidence interval contains the true value of the population parameter. (Sheehan 2007: 74)

Section 4 will provide two examples for confidence intervals.

3 Choosing significance tests

The decision for a particular statistical test is typically made on the basis of a set of questions that cover various aspects of the study you are
conducted, the number and types of variables that are involved, and the size and distribution of the dataset(s) involved. The remainder of this section discusses these questions in (1) to (6), and their possible answers and implications.

1. What kind of study is being conducted?

This question is usually easy to answer. At the risk of a slight simplification, studies are either exploratoty/hypothesis-generating or hypothesis-testing. The former means that you are approaching a (typically large) dataset with the intentions of detecting structure(s) and developing hypotheses for future studies; your approach to the data is therefore data-driven, or bottom-up. The latter means you are approaching the dataset with a specific hypothesis in mind which you want to test. In this chapter, I will discuss only the latter type of study (see Chapter 14 for a discussion of the former type).

2. How many and what kinds of variables are involved?

There are essentially four different possible answers. First, you may only have one dependent variable. In that case, you normally want to compute a goodness-of-fit test to test whether the results from your data correspond to other results (from a previous study) or correspond to a known distribution (such as a normal distribution). Examples include the following:

• Does the ratio of no-negations (e.g., *He is not a stranger*) and not-negations (e.g., *He is not a stranger*) in your data correspond to a uniform distribution?

• Does the average acceptability judgment you receive for a sentence correspond to that of a previous study?

Second, you may have one dependent and one independent variable, in which case you want to compute a monofactorial test for independence to determine whether the values of the independent variable are correlated with those of the dependent variable. For example:

• Does the animacy of the referent of the direct object (a categorical independent variable) correlate with the choice of one of two post-verbal constituent orders (a categorical dependent variable)?

• Does the average acceptability judgment (a mean of a ratio/interval ordinal dependent variable) vary as a function of whether the subjects providing the ratings are native or non-native speakers (a categorical independent variable)?

Third, you may have one dependent and two or more independent variables, in which case you want to compute a multifactorial analysis to determine whether the individual independent variables and their interactions correlate with the dependent variable. For example:

• Does the frequency of a negation type (a categorical dependent variable with the levels *no* vs *not*; see above) depend on the mode (a binary independent variable with the levels *spoken* vs *written*), the type of verb that is negated (a categorical independent variable with the levels *copula*, *have*, or *lexical*), and/or the interaction of these independent variables?

• Does the reaction time to a word *w* in a lexical decision task (a ratio/interval dependent variable) depend on the word class of *w* (a categorical independent variable), the frequency of *w* in a reference corpus (a ratio/interval independent variable), whether the subject has seen a word semantically related to *w* on the previous trial or not (a binary independent variable), whether the subject has seen a word phonologically similar to *w* on the previous trial or not (a binary independent variable), and/or the interactions of these independent variables?

Such multifactorial tests are discussed in Chapters 16 and 20.

Fourth, you have two or more dependent variables, in which case you want to perform a multivariate analysis, which can be exploratory (such as hierarchical cluster analysis, principal components analysis, factor analysis, multidimensional scaling) or hypothesis-testing in nature (MANOVA).

3. Are data points in your data related such that you can associate data points to each other meaningfully and in a principled way?

This question is concerned with whether you have what are called independent or dependent samples. For example, your two samples (e.g., the numbers of mistakes made by ten male and ten female non-native speakers in a grammar test) are independent of each other if you cannot connect each male subject's value to that of each female subject on a meaningful and principled basis. This would be the case if you randomly sampled ten men and ten women and let them take the same test.

There are two ways in which samples can be dependent. One is if you test subjects more than once (e.g., before and after a treatment). In that case, you could meaningfully connect each value in the before-treatment sample to a value in the after-treatment sample, namely connect each subject's two values. The samples are dependent because, for instance, if subject #1 is very intelligent and good at the language tested, then these characteristics will make his results better than average in both tests, especially compared to a subject who is less intelligent and proficient in the language and who will perform worse in both tests. Recognizing that the samples are dependent this way will make the test of before-vs-after treatments more precise.

The second way in which samples can be dependent can be explained using the above example of ten men and ten women. If the ten men were the husbands of the ten women, then one would want to consider the samples dependent. Why? Because spouses are on average more similar to each other than randomly chosen people: they often have similar IQs, similar professions, they spend more time with each
other than with randomly selected people, and so on. Thus, it would be useful to associate each husband with his wife, making this two dependent samples.

Independence of data points is often a very important criterion: many tests assume that data points are independent, and for many tests you must choose your test depending on what kind of samples you have. For instance, below I will discuss a $t$-test for independent samples and one for dependent samples.

4. What is the statistic of the dependent variable in the statistical hypotheses?

There are essentially five different answers to this question. Your dependent variable may involve frequencies/count (e.g., when you study which level(s) of a categorical variable are attested more/less often than others), central tendencies (e.g., when you explore whether the mean or median of a ratio/interval or ordinal variable is as high as you expected), dispersions (e.g., when you investigate whether the variability of a ratio/interval or ordinal variable around its mean or median is higher in one group than another), correlations (e.g., when you ask whether changing the values of one variable bring about changes in another), and distributions (e.g., whether samples of two ratio/interval variables are both normally distributed or not). Obviously, the nature of your dependent variable has important consequences for your statistical analysis; below, we will discuss examples involving frequencies and central tendencies.

5. What does the distribution of the data look like? Normally or another way that can be described by a probability density function (or a way that can be transformed to correspond to a probability density function; see Section 5), or some other way?

6. How big are the samples to be collected? $n<30$ or $n\geq30$?

These final two questions are related to each other and to the above notion of parametric (vs non-parametric/distribution-free) tests. Parametric tests involve statistical approximations and rely on the sampled data being distributed in a particular way (for example, normally as represented in Figure 15.1 or the left panel of Figure 15.2). Sometimes, the data do not even have to be distributed normally as long as the sample size is large enough. However, the more the data violate distributional assumptions of the test you are considering (e.g., word lengths are often distributed as in the right panel of Figure 15.2), the safer it is to use a non-parametric/distribution-free alternative that does not rely on assumptions you know your data violate; see Section 4.2.2 for an example. See Chapter 3 for an example of a case where the distinction between parametric and non-parametric tests is important for analyzing grammaticality judgments.

Sometimes, tests have yet other requirements, such as particular minimal sample sizes or more complicated ones. In all cases, you must check your data for all of these to make an informed decision in favor of some test; ideally this involves a visual exploration of the data.

Once all the above questions have been answered and all other requirements have been checked, they usually point to one or two tests that address your question exactly. The following sections exemplify the choice of statistical tests and how they are then performed using some small examples. I am using the open-source language and programming environment R (www.r-project.org). Just as in many other scripting languages or spreadsheet applications, you perform (statistical) operations with functions (which tell R what to do, such as compute a log, a sum, or a mean), which take arguments (which tell R what to apply a function to and how). For example, `sum(c(1, 2, 3, 4, 5))` applies the function `sum` to one argument (a vector containing the numbers from 1 to 5), `mean(c(1, 2, 3, 4, 5))` computes the mean of the numbers from 1 to 5, and so on. The sections below will clarify this.

4 Performing significance tests and computing confidence intervals

This section exemplifies a small selection of frequently used tests; Section 4.1 exemplifies tests where the dependent variable is categorical; Section 4.2 exemplifies cases where central tendencies of ratio/interval and ordinal variables are tested.

4.1 Frequencies

This section introduces a goodness-of-fit test (Section 4.1.1), a test for independence (Section 4.1.2), and confidence intervals for percentages of categorical variables (Section 4.1.3).

4.1.1 The chi-square test for goodness of fit

This section discusses the test to use if you have answered the above questions as follows: you are conducting a study of one dependent categorical
variable and you want to test whether the observed frequencies of the variable's levels — which are independent of each other — are distributed as expected from a particular probability distribution (e.g., the uniform distribution) or previous results. For example, you asked fifty subjects to indicate whether they think that walk is a noun or a verb (of course it can be both — you are interested in the subjects' first responses), and you obtained responses such that thirty subjects said verb and twenty said noun. If you want to test whether these two observed frequencies, thirty and twenty, differ significantly from the chance expectation that subjects would have responded verb and noun equally often, then you compute a chi-square test for goodness of fit. In addition to the above criteria, this test also requires that 80 percent of expected frequencies are greater than or equal to five.

First, you enter the frequencies into R in the form of a so-called vector (a sequence of elements such as numbers or strings) and give names to the frequencies, using `<-` as an arrow-like assignment operator and the function `c()` (for “concatenate”); anything in a line after a pound sign is ignored and merely serves to provide commentary.

```r
walk <- c(30, 20) # create a vector with the observed frequencies
names(walk) <- c("verb", "noun") # name the observed frequencies
```

Then you compute the test using the function `chisq.test` with two arguments: the vector `walk` you just created, and a vector of the expected probabilities, and since your $H_0$ expects the two parts of speech to be equally frequent, this is two times 0.5. The result of this test you assign to a data structure you can call, say, `walk.test`:

```r
walk.test <- chisq.test(walk, p=c(0.5, 0.5)) # compute the chi-square test
```

Nothing is returned, but `walk.test` now contains all relevant results:

```r
walk.test # show the result
  Chi-squared test for given probabilities
data: walk
x-squared = 2, df = 1, p-value = 0.1573
```

The results show that the distribution of verbs and nouns does not differ significantly from chance: $p$=0.05. However, you should also make sure that the assumptions of the test were met so you compute the expected frequencies (which in this case you do not really need R for). Obviously, both expected frequencies exceed five so the use of the chi-square test was legitimate.

```r
walk.test$expected # show the expected frequencies
verb 25
noun 25
```

If the assumption regarding the expected frequencies is not met, exact alternatives for dependent variables with 2 or 3+ levels are the binomial test and the multinomial test respectively; the former is already implemented in the R function `binom.test`.

### Table 15.2: Fictitious data from a forced-choice part-of-speech selection task

<table>
<thead>
<tr>
<th>College education = yes</th>
<th>College education = no</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>walk = noun</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>walk = verb</td>
<td>9</td>
<td>21</td>
</tr>
<tr>
<td>Totals</td>
<td>25</td>
<td>25</td>
</tr>
</tbody>
</table>

### 1.1.2 The chi-square test for independence

The following scenario arises more frequently: you are conducting a study involving independent observations of two categorical variables, one dependent and one independent, and you want to test whether the observed frequencies of the levels of the dependent variable vary across the levels of the independent variable. For example, if in the above example you not only registered how often subjects considered walk a verb or noun, but also whether each subject had a college education or not, then you may have obtained the following result:

To determine whether the frequencies with which walk was classified as a noun or a verb are correlated with the subjects' level of education, you compute a chi-square test for independence, which has the same assumption regarding the expected frequencies as the chi-square test for goodness of fit.

Again, you begin by entering the data. This time, because the data are tabular, you use the function `matrix` with two arguments: a vector of observed frequencies by column and the table's number of columns (`ncol`). It is again also useful to provide names to the data by adding row and column names in the form of vectors using the function list:

```r
walk <- matrix(c(16, 9, 4, 21), ncol=2) # create a matrix with the observed frequencies
dimnames(walk) <- list(education=c(">= college", "< college"),
                      "verb", "noun")) # name the dimensions of the matrix
walk # look at the matrix
education
walk >= college < college
noun 16
verb 9 21
```

You then use the function `chisq.test` with the matrix `walk` as its only argument and assign the results to `walk.test` again (overwriting the earlier results):

```r
walk.test <- chisq.test(walk) # compute the chi-square test
walk.test # show the result
```

**Pearson's Chi-squared test with Yates' continuity correction**

```r
data: walk
x-squared = 10.0833, df = 1, p-value = 0.001496
```

For 2×2 tables R automatically applies a continuity correction to the data (see Seshkin 2007: 628f); if that is not desired, use `correct=FALSE` as another
in which the large areas for the "+=college:noun" and "+<college:verb" combinations represent the effect you already inferred from the residuals:

```r
mosaicplot(walk) # create a mosaic plot
```

(The `()` just transposes the table so its row-column organization corresponds to the above matrix.) If the assumption regarding the expected frequencies is not met, an exact alternative for 2×2 tables is the Fisher-Yates exact test; this test, as well as extensions to variables with more than two levels, is implemented in the R function `fisher.test`.

### 4.1.3 Confidence intervals for percentages

This section is concerned with how to compute a confidence interval for an observed percentage. For example, in a corpus sample of 815 instances of the verb *to run*, you may have found that 203 of these (24.91 percent) involve the prototypical sense "fast pedestrian motion." To better evaluate that percentage in the population, you now want to determine its 95 percent confidence interval. The required R function is called `prop.test`, and it needs three arguments: the number of relevant instances in the sample that make up the percentage (n.k.a. successes), the overall sample size, and the argument `correct=FALSE`, which means that you do not apply a continuity correction (for the sake of comparison with other software):

```r
run.cl <- prop.test(203, 815, correct=FALSE) # compute the confidence interval
df run.cl$conf.int # show the confidence interval
[1] 0.2206315 0.2799703
attr(, "conf.level")
[1] 0.95
```

That is, following Sheskin's logic from above, you can be 95 percent confident that the true percentage of this sense out of all instances of *to run* is between 22.06 and 27.99 percent. If you apply this approach to the `walk` data from Section 4.1.1, you obtain the result shown below. Importantly, the non-significant result from above is suggested by the fact that the confidence intervals overlap.

```r
walk.cl <- prop.test(30, 50, correct=FALSE) # compute the confidence interval
df walk.cl$conf.int # show the confidence interval
[1] 0.4618144 0.7239161
attr(, "conf.level")
[1] 0.95
```

```r
walk.cl <- prop.test(20, 50, correct=FALSE) # compute the confidence interval
df walk.cl$conf.int # show the confidence interval
[1] 0.2760839 0.5381586
attr(, "conf.level")
[1] 0.95
```

Finally, what kind of correlation do the data support? The quickest way to find out involves the so-called Pearson residuals, which correspond to the difference between each cell's observed minus its expected frequency, divided by the square root of the expected frequency. If a Pearson residual is positive/negative, then the corresponding observed frequency is greater/less than its expected frequency. Second, the more the Pearson residual deviates from 0, the stronger that effect. In R, this is easy to compute:

```r
walk.residuals <- prop.test(30, 50, correct=FALSE) # compute the confidence interval
df walk.residuals$conf.int # show the confidence interval
[1] 0.4618144 0.7239161
attr(, "conf.level")
[1] 0.95
```

The effect is that subjects with college education assigned the part of speech *noun* more often than expected, whereas subjects without a college degree assigned the part of speech *verb* more often than expected. This effect is also obvious from a graphical representation of the data (e.g., a so-called mosaic plot),
4.2 Central tendencies

This section introduces a test of means from independent samples (Section 4.2.1), the corresponding test for medians (Section 4.2.2), a test of means from dependent samples (Section 4.2.3), and the computation of confidence intervals for means (Section 4.2.4).

4.2.1 The t-test for independent samples

This section introduces one of the best-known tests for central tendencies, which you apply if you are studying data involving a normally distributed ratio/interval-scaled dependent variable and a binary independent variable (with independent data points), and you want to test whether the averages of the dependent variable in the two groups (i.e., the two means) defined by the independent variables differ significantly from each other. For example, you may be interested in two different subtractive word-formation processes, blending and complex clipping. The former typically involves the creation of a new word by joining the beginning of a source word with the end of another (branch, footpath, and motel are cases in point), whereas the latter involves fusing the beginnings of two source words (seif and syadhin are examples). You are now comparing the two processes in terms of how similar the source words are to each other, where said similarity is operationalized on the basis of the Dice coefficient, essentially the percentage of shared bigrams out of all bigrams.

As usual, the first step is to get the data into R, but in cases like these, you usually load them from a tab-separated file that was created with a spreadsheet software and has the so-called case-by-variable format: the first row contains the column names, the first column contains the case numbers, and each row describes a single observation in terms of the variables defined by the columns. Table 15.3 exemplifies this format on the basis of an excerpt of data from Gries (2013: Section 4.3.2.1).

This is how you read such a .txt file like the above into a data frame word.form in R:

```r
word.form <- read.delim(file.choose()) # load the data from a text file
```

<table>
<thead>
<tr>
<th>CASE</th>
<th>PROCESS</th>
<th>DICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CompClip</td>
<td>0.0678</td>
</tr>
<tr>
<td>2</td>
<td>CompClip</td>
<td>0.0704</td>
</tr>
<tr>
<td>3</td>
<td>CompClip</td>
<td>0.0483</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>79</td>
<td>Blend</td>
<td>0.1523</td>
</tr>
<tr>
<td>80</td>
<td>Blend</td>
<td>0.1507</td>
</tr>
</tbody>
</table>

The data from each column are now available by combining the name of the data frame (word.form) with a dollar sign ($) and the column name (e.g., PROCESS). It is usually advisable to briefly check the structure of the data frame to make sure that importing the data has been successful; the function str displays the structure of a data frame:

```r
str(word.form) # inspect the structure of the data
```

```
data.frame': 80 obs. of 3 variables:
$ CASE: int 41 42 43 44 45 46 47 48 49 50 ...
$ PROCESS: Factor w/ 2 levels "Blend","CompClip" : 2 2 2 2 2 2 2 2 2 2 ...
$ DICE : num 0.0678 0.0704 0.0483 0.0710 0.0813 0.0532 0.0575 ...
```

Apart from the above criteria for the t-test, especially the assumption of normality, the t-test also requires that the variances of the data points in the two groups are homogeneous (i.e., not significantly different). Since the default test for variance homogeneity also requires the data points to be normally distributed, this criterion should be tested first. One R function that can be used is shapiro.test, which takes a vector of data points and tests whether these data points differ significantly from normality. However, since we have two groups of data points—one for blends, one for complex clippings—there is a better way, using the function tapply:

```r
tapply(word.form$DICE, word.form$PROCESS, shapiro.test) # test for normality
```

This means: take the values of tapply's first argument (word.form$DICE), split them up into groups by tapply's second argument (word.form$PROCESS), and apply tapply's third argument (shapiro.test) to each group:

```r
Blend
shapiro.test(DICE)
data: x[1:9]
W = 9.9727, p-value = 0.4363

CompClip
shapiro.test(DICE)
data: x[1:9]
W = 9.9753, p-value = 0.5186
```

Both p-values are not significant, indicating that the Dice coefficients in each group do not differ from normality. You can therefore proceed to test whether the variance of one group of Dice coefficients differs significantly from the other. The function var.test can take a formula as input, which consists of a dependent variable, a tilde, and (an) independent variable(s). In this case, word.form$DICE is the dependent variable, and word.form$PROCESS is the independent variable.

---

1 If you cannot test for homogeneity of variances with var.test because your data violate the normality assumption, you can use the function fligner.test, which requires the same kind of formula as var.test.
The t-test

The t-test is a statistical test used to determine whether two groups are significantly different from each other. It is particularly useful when the sample sizes are small and the variances are unknown. The t-test can be used in both one-sample and two-sample cases.

One-sample t-test

This test is used to determine if the mean of a single group is significantly different from a known or hypothesized value. The formula for the one-sample t-test is:

\[ t = \frac{\bar{x} - \mu}{s/\sqrt{n}} \]

where \( \bar{x} \) is the sample mean, \( \mu \) is the hypothesized mean, \( s \) is the sample standard deviation, and \( n \) is the sample size.

Two-sample t-test

This test is used to determine if the means of two independent groups are significantly different. The two-sample t-test is used when the variances of the two groups are assumed to be equal. The formula for the two-sample t-test is:

\[ t = \frac{\bar{x}_1 - \bar{x}_2}{\sqrt{s_p^2/n_1 + s_p^2/n_2}} \]

where \( \bar{x}_1 \) and \( \bar{x}_2 \) are the sample means of the two groups, \( s_p^2 \) is the pooled variance, and \( n_1 \) and \( n_2 \) are the sample sizes of the two groups.

Assumptions of the t-test

The t-test assumes that the data are normally distributed and that the variances of the two groups are equal. If these assumptions are not met, the t-test may not be valid. In such cases, the non-parametric Mann-Whitney U-test or the Wilcoxon rank-sum test can be used as alternatives.

Practical uses of the t-test

The t-test is widely used in various fields, including psychology, biology, and economics. It is used to analyze data from experiments, surveys, and observational studies. The t-test helps researchers determine if the observed differences between groups are statistically significant or if they could have occurred by chance.

In summary, the t-test is a powerful tool for analyzing data and making informed decisions based on statistical significance. It is essential to understand the assumptions of the t-test and to choose the appropriate test based on the characteristics of the data and the research question.
samples. The name of the required function is \texttt{wilcox.test} and it requires the by
now already familiar formula as input:

\begin{verbatim}
wilcox.test(word.form$DICE - word.form$PROCESS) # compute a U-test
  wilcox.test(rank(sum(test_with_continuity_correction)
data: word.form$DICE by word.form$PROCESS
w = 1600, p-value = 1.43e-14
alternative hypothesis: true location shift is not equal to 0
\end{verbatim}

Given the large difference between the medians (recall Figure 15.4) and the highly
significant result of the \textit{t}-test, it is not surprising that the \textit{U}-test also returns a
highly significant result. (Again, a warning not shown above because of the
fact that there are three ties — i.e., three Dice values that are attested more than
once. However, this is no need for concern since \texttt{R} automatically adjusts the way
the \textit{p}-value is computed accordingly.)

\subsection*{4.2.3 The \textit{t}-test for dependent samples}
The \textit{t}-test discussed in Section 4.2.1 above involved a test of means
from independent samples — in this section, I will discuss its counterpart for
dependent samples. More specifically, you use the \textit{t}-test for dependent samples
if your data involve two groups of pairwise-associated data points on a ratio/
interval scale and you want to test whether the means of the two groups are
significantly different. The \textit{t}-test for dependent samples also comes with
the additional requirement that the pairwise differences between the samples' data
points are normally distributed.\footnote{Reference works differ with regard to this
criterion. Some cite the criterion mentioned above (that
the pairwise differences must be normally distributed); others state that the data points in the two
populations represented by the two samples must be normally distributed.}

As an example, consider a case where ten students take a grammar test and
score a particular number of points. Then, they participate in an exercise
session on the tested grammar topic and take a second grammar test; the
question is whether their scores have changed. First, you enter the data of the
ten subjects into two vectors before and after; crucially, the data points have to
be in the same order for both before and after. That is, if the first data point
do not belongs to subject 1, then no must the first data point of after, and
so on.

\begin{verbatim}
before <- c(4, 17, 8, 7, 13, 13, 3, 6, 12, 13) # create the 1st vector
after <- c(16, 16, 16, 17, 23, 22, 8, 20, 23, 11) # create the 2nd vector
\end{verbatim}

To compute the pairwise differences between the two tests, you just subtract one
vector from the other; \texttt{R} will perform a pairwise computation for you:

\begin{verbatim}
differences <- before - after # compute pairwise differences
differences # show the pairwise differences
[1] -12  1 -8 -10 -10 -9  5  4  11  2
\end{verbatim}

To test whether these differences are normally distributed, you can proceed as
before:

\begin{verbatim}
shapiro.test(differences) # test for normality
  shapiro.test(normality test
data: differences
N = 0.679, p-value = 0.1112
\end{verbatim}

Obviously, they are: \textit{p} > 0.05, which means you can perform a \textit{t}-test for dependent
samples. The function for this test is again \texttt{t.test}, but there are two small changes.
First, to indicate that this time you need a \textit{t}-test for dependent samples, you add the
argument \texttt{paired=}TRUE. Second, when you did the \textit{t}-test for independent samples
and the \textit{U}-test, you had one vector/\textit{factor} per variable: the vector \texttt{DICE} for
the dependent variable and the \texttt{PROCESS} for the independent variable, and
then you used a formula. This time, you have one vector per level of the
independent variable: one for the level "test before the treatment" (before) and one
for the level "test after the treatment" (after). That means you cannot use the
formula notation, but you just separate the two vectors with a comma:

\begin{verbatim}
t.test(before, after, paired=TRUE) # compute \textit{t}-test for dependent samples
paired \textit{t}-test
data: before and after
t = -4.490, df = 9, p-value = 0.00121
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval:
-11.43 to 9.76
sample estimates:
mean of the differences
-7.6
\end{verbatim}

The result of the second test is on average 7.6 points better than the first, and that
difference is very significant: \textit{p} < 0.01: it seems as if the treatment led to a
substantial increase — in fact, to an increase of nearly 80 percent (since the
means of before and after are 9.6 and 17.2 respectively). How can this result be
represented graphically? One way would be to plot the vector differences in the
form of a histogram. You use the function \texttt{plot} with the argument \texttt{type}="h" to plot
the histogram, and the argument \texttt{sort(differences)} sorts the differences to be
plotted in ascending order; the remaining arguments define the \textit{x} and \textit{y}-axis
labels to yield the left panel of Figure 15.5. It is plain to see that most differences
are highly negative, which shows that the after values are larger.

\begin{verbatim}
plot(sort(differences), type="h", xlab="Subject", ylab="Difference: before-
        after") # plot a histogram of the differences
\end{verbatim}

A second graphical representation is shown in the right panel: Each subject is
represented by an arrow from that subject's score in the before-treatment test to
the subject's score in the after-treatment test. The improvement is reflected in the fact
that most arrows go upward, and the two numbers on the left indicate the speakers
whose results did not improve.
The mean number of points of this second group's after-treatment results after 2 is 14.32, with a 95 percent confidence interval of 12.28 (lower bound) and 16.36 (upper bound). If you compute the same kind of confidence interval for after, you will see that the confidence intervals of after and after 2 overlap, which suggests — but not demonstrates — that the means are not significantly different (which is confirmed by a t-test).

5 Some final remarks

The above discussion could only discuss a small selection of tests and their assumptions and application. In this final section, I will briefly discuss four notions that are worth exploring: directional hypotheses, transformations, missing data, and multiple/pairwise tests.

First, given space constraints, all of the above discussed so-called non-directional alternative hypotheses and two-tailed tests — that is, tests of hypotheses that postulate a difference in mean, but not the direction of said difference (e.g., μ is not equal to β). However, if you not only expect some difference, but also the direction of that difference (μ is larger than β), you can formulate a directional hypothesis and compute a one-tailed test. This is advantageous because, if you have a directional hypothesis, the effect you need to find in order to get a significant result is smaller; in other words, your prior knowledge will be rewarded. Thus, this should be among the first topics for further study.

Second, we have seen that parametric tests of ratio/interval data rely on distributional assumptions that need to be tested before, say, a t-test for independent samples can be computed. If those assumptions are not met, then one way to proceed is to use a test for ordinal data, as was discussed above at the end of Section 4.2.1. However, not only are tests that only utilize the ordinal information of data less powerful than their parametric counterparts, but for many more complex tests, non-parametric or exact alternatives are also not readily available. Therefore, an alternative to non-parametric tests is to apply a transformation to the original data, which, if the right transformation is applied correctly, can reduce the impact of outliers, normalize distributions, and homogenize variances. The most frequently used transformations of a vector x are the square-root transformation (sqrt(x)), the logarithmic transformation (log(x)), the reciprocal transformation (1/x), the arcsine transformation (2*asin(sqrt(0.25))) or asin(sqrt(0.25)), and the square transformation (x^2); if your data violate distributional assumptions, such transformation may be quite useful.

Third, observational and experimental data are often incomplete: particular types of corpus examples are not attested or cannot be annotated unambiguously; subjects do not respond to particular stimuli or do not show up for the after-treatment test. While a detailed treatment of the analysis of missing data is beyond the scope of this chapter, it is important to point out that missing data must not be ignored: they should be carefully recorded and investigated for patterns to
determine whether they are in fact already a noteworthy and interpretable finding in and of themselves. For example, if a particular experimental stimulus exhibits a large number of non-responses, this may reveal something interesting about that stimulus or the studied hypothesis, or it may lead you discarding the data from that stimulus from the statistical analysis. Thus, an analysis of missing data should be an indispensable analytical step.

Finally, a word on multiple/post hoc tests. Multiple testing arises when you perform several significance tests on the same dataset, and they are post hoc if you (decide to) perform these multiple tests only after you have performed a first test. An example of the first situation would be if you collected reaction times to words as well as, say, six predictors describing the words, and then ran all possible (six) pairwise correlations between the predictors and the reaction times as opposed to one multifactorial study. An example of the second situation would be if you tested the effect of one categorical independent variable with four levels a, b, c, and d on a ratio/interval dependent variable, obtained a significant result, and then ran all six pairwise comparisons of means: a vs b, a vs c, a vs d, b vs c, b vs d, and c vs d. The first situation is problematic because you might be accused of “fishing for results,” but also for an additional statistical reason which also applies to the second situation: If you perform one significance test with a significance level of 95 percent, there is a probability of 0.05 that the decision to reject the null hypothesis is wrong. However, if you perform n independent significance tests each with a significance level of 95 percent, there is a probability of 1 - (0.95^n) that at least one rejection of a null hypothesis is wrong; for n = 6, this probability is already 1 - 0.95^6 ~ 0.265. Thus, when you perform multiple tests, it is common practice to adjust your significance level from 95 percent for each test. For six post hoc tests, it would be necessary to adjust the significance level to 99.14876 percent, because 0.9914876^6 = 0.95. However, even with such a so-called correction for multiple testing, testing all possible null hypotheses is to be discouraged. More discussion of these topics and all previous ones can be found in Crawley (2007); Baayen (2008); Johnson (2008); and Gries (2013).
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16 Multivariate statistics

R. Harald Baayen

1 Introduction

Multivariate analysis deals with observations made on many variables simultaneously. Datasets with such observations arise across many areas of linguistic inquiry. For instance, Jämsä et al. (2001) provide an overview of the many factors that co-determine a word’s acoustic duration (including its neighboring words, syntactic and lexical structure, and frequency). The importance of these factors is determined with the help of multiple regression modeling of data extracted from speech corpora. Koenig et al. (in press) used multivariate analysis to study the pitch contours of English tri-consonant compounds, with as predictors not only time and compound structure, but also speaker, word, a word’s frequency of occurrence, and the speaker’s sex. In morphology, the choice between two rival affixes can depend on a wide range of factors, as shown for various Russian affix pairs by Baayen et al. (in press). F. Jaeger (2010) showed that whether the complementizer that is present in an English sentence depends on more than fifteen different factors. Gries (2003) and Bresnan et al. (2007) clarified the many factors that join in determining the choice of particle placement and dative constructions, respectively. In psycholinguistics, multivariate methods are becoming increasingly important (see, e.g., Kuperman et al. 2009, for eye-tracking research), especially with the advent of so-called megastudies (Balota et al. 2004). Multivariate methods have a long history of use in sociolinguistics (Sankoff 1987), and play an important role in present-day dialectology (Wolfram 2013). What is common across all these studies is that they address linguistic phenomena for which monocular explanations fail. Many phenomena can only be understood properly when a great many explananda are considered jointly. This is where multivariate statistics come into play.

Table 16.1 presents a general description of a multivariate dataset with n cases or observational units, presented on the rows. Observations on k different random variables X_1, X_2, ..., X_k (presented in the columns) describe the properties of a given case. These properties can be numerical (or continuous) (e.g., acoustic duration in ms, frequency of occurrence in a 100 million-word corpus, a response latency in a word naming experiment) or categorical (e.g., word category,


Torres Casasallos, R. 2011. Transcription notes. Pennsylvania State University ms. (See the company website for this volume.)


---

### Appendix 12.1 Tools and software discussed in this chapter

- **CLAN**: [http://childef.talkbank.com/elan](http://childef.talkbank.com/elan)
- **FLEX**: [http://fieldworks.colorado.edu/flex](http://fieldworks.colorado.edu/flex)
- **Praat**: [www.fon.hum.uva.nl/praat](http://www.fon.hum.uva.nl/praat)
- **TYPECRAFT**: The Natural Language Database. [http://typecraft.org](http://typecraft.org)

(All websites accessed July 8, 2013.)

---

### 13 Creating and using corpora

Stefan Th. Gries and John Newman

#### 1 Introduction

Over the last few decades, corpus-linguistic methods have established themselves as among the most powerful and versatile tools to study language acquisition, processing, variation, and change. This development has been driven in particular by the following considerations:

a. technological progress (e.g., processor speeds as well as hard drive and RAM sizes);

b. methodological progress (e.g., the development of software tools, programming languages, and statistical methods);

c. a growing desire by many linguists for (more) objective, quantifiable, and replicable findings as an alternative to, or at least as an addition to, intuitive acceptability judgments (see Chapter 3);

d. theoretical developments such as the growing interest in cognitively and psycholinguistically motivated approaches to language in which frequency of (co-)occurrence plays an important role for language acquisition, processing, use, and change.

In this chapter, we will discuss a necessarily small selection of issues regarding (i) the creation, or compilation, of new corpora and (ii) the use of corpora once they have been compiled. Although this chapter encompasses both the creation and use of corpora, there is no expectation that any individual researcher would be engaged in both these kinds of activities. Different skills are called for when it comes to creating and using corpora, a point noted by Sinclair (2005: 1), who draws attention to the potential pitfalls of a corpus analyst building a corpus, specifically, the danger that the corpus will be constructed in a way that can only serve to confirm the analyst's pre-existing expectations. Some of the issues addressed in this chapter are also dealt with in Wynne (2005), McEnery, Xiao, and Tono (2006), and McEnery and Hardie (2012) in a fairly succinct way, and more thoroughly in Lüdeling and Kyô (2008a, 2008b) and Colloqui, Corgnan, and Moisl (2007a, 2007b).\(^1\)

---

\(^1\) Details of corpora and software mentioned in this chapter are provided in Appendices 1 and 2. URLs accessed June 26, 2013. These are rapidly developing domains and information provided here is naturally only current at the time of writing. Updated lists are available on the companion website for this volume.
Creating corpora

2.1 The notion of a "corpus": a prototype and dimensions of variation

The notion of a corpus can best be defined as a category organized around a prototype. Most generally, a corpus can be described as "a body of naturally occurring language" (McEnery, Xiao, and Tono 2006: 4), thereby distinguishing a corpus from word lists, dictionaries, databases, and so on. These days, the prototypical corpus is a machine-readable collection of language used in authentic settings/contexts; one that is intended to be representative for a particular language, variety, or register (in the sense of reflecting all the possible parts of the intended language/variety/register), and that is intended to be balanced such that the size of the parts of the corpus correspond to the proportion these parts make up in the language/variety/register (see McEnery, Xiao, and Tono 2006: 5; Hunston 2008: 160-6; Gries 2009: Chapter 1). However, many corpora differ from an ideal design along these (and other) parameters; in fact, there is disagreement as to whether just any body of naturally occurring language can be called a corpus. Kilgarriff and Grofenstette (2006: 334), by way of introducing and advocating the study of data from the World Wide Web, adopt a definition of a corpus as "a collection of texts when considered as an object of language or literary study." On the other hand, Sinclair (2005: 15) explicitly excludes a number of categories from linguistic corpora (e.g., a single text, an archive, and, in particular, the World Wide Web). Beyond being a body of naturally occurring language, then, it is difficult to agree on any particular definition of what a corpus is or is not. Note, too, that some collections of language can diverge from the prototypical property of being "naturally occurring language," and yet are still happily referred to as corpora by their creators. As an example, consider the TIMIT Acoustic-Phonetic Continuous Speech Corpus, made up of audio recordings of 630 speakers of eight major dialects of American English. For these recordings, each speaker read ten "phonetically rich" sentences — a uniquely valuable resource for the study of acoustic properties of American English, but not what one would consider naturally occurring language.

A detailed overview of corpora, illustrating the range of types of corpora that are being studied within linguistics, can be found in the chapters of Liddell and Kybå (2008a: 154-483). Apart from the above criteria defining prototypical corpora, one can distinguish corpus types by the media that hold the data: written text (web, text documents, historical manuscripts; see Chapter 11 for details on the use of diachronic corpora); audio; video and audio; audio and transcribed spoken texts based on the audio, and so on. There is often an assumption that a corpus will include written language or transcriptions of spoken language (which arguably represents the prototypical kind of language use), but it is important to appreciate that collections of naturally occurring speech in the form of audio files ("speech corpora," as opposed to transcriptions of spoken language) are valid corpora.

Order (2008: 459) remarks on the artificiality of distinctions between speech-based and text-based corpora in light of the increasing use of multi-tiered annotations of audio and video data (see Chapter 12 for details on transcription and multi-tier annotation). One may also choose to distinguish corpus types by content or source: synchronic vs historical, national corpora, learner corpora, academic discourse, children's language, interviews, static vs monitor corpora, multilingual, web-based, and so on. Corpora, as used in linguistics, are created with particular purposes of study in mind and the variety of corpus types should not be surprising — it is no more than a reflection of the richness and multi-facetedness of language use and the many perspectives one can bring to the study of language. One cannot therefore speak of a "standard" in corpus construction or design in the sense of a set of protocols that must be adhered to in order for the corpus to be admissible in corpus linguistics; the conception of "corpus" as a category around a prototype is more appropriate (see Gilquin and Gries 2009: Section 2). Further information on selected corpora can be found in Appendix 13.1.

There are now many large corpora of high quality available, where "large" means, say, 100 million words or more. We emphasize, though, that smaller corpora also have their place alongside the larger corpora. The key consideration is to have an appropriate match of research goal and corpus type/scale, and, for some research goals, even quite a small corpus constructed by a researcher can yield insightful results. Berkenfield (2001), using a corpus of just 10,640 words, was able to carry out research on phonetic reduction of that in spoken English; Thompson and Hopper (2001) successfully explored transitivity in a corpus of multi-party conversations consisting of just 446 clauses; Fiorentino (2009) studied ordering of adverbial and main clauses in an Italian corpus consisting of 26,000 words for the written part of the corpus and 32,000 for the spoken part. Smaller corpora such as these can suffice when the focus of the study is a relatively frequent phenomenon, but would not be advisable if the focus is a relatively rare phenomenon. Granath (2007), reflecting on the different results obtained from searching for an English inversion structure like Thus ended his dreams, found reason to appreciate both the 1 million-word corpora and the 50 million-word corpora used in the study: "in the end, combining evidence from large and small corpora can give us information that neither type of corpus could provide on its own" (Granath 2007: 183).

2.2 Collecting the corpus data

In this and the following section, we describe the main steps involved in preparing and annotating a new corpus, before reviewing readily available corpora in Section 2.4. It is fair to say that most corpora are created with the expectation that they are, in some sense, representative of something larger than themselves — what we referred to as the prototypical corpus in Section 2.1 — rather than the ultra-pragmatic view of a corpus held by Kilgarriff and Grofenstette. Consequently, an initial and profound decision relates to exactly what the corpus